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I LLM-based Proof Automation Tools I

* Tactic suggestion
* Allow to constrain output tactics with a prefix
* Perform type check and mark with different colors

import LeanCopilot ¥ Tactic state

example (a bc : Nat) : a+b+c=a+c+b := by 1goal

suggest_tactics "Simp"l abc: Nat
Ha+b+c=a+c+b

¥ Tactic suggestions

Try this:
2

* Proof search
* Combine LLM-generated steps with best-first search
* Produce multi-step proofs and check the result

¥ Tactic state

No goals

example (abc : Nat) : a+b+c=c+b+a :=by

search proof ¥ Suggestion

Try this:
simp [Nat.add comm, Nat.add

left comm]
* Premise selection

* Retrieve useful lemmas from Mathlib

* Provide type & docstring (if any) information

* Offer import & code preview for out-of-scope ones

import LeanCopilot | T A

1 goal
abc: Nat
Fa+b+c=a+c+b

(abc:Nat) : a+b+c=a+c+b:=bhy

¥ Messages (1)
¥ PremiseSelection.lean:4:2

Nat.add assoc : V (nmk : Nat), n + m+ k = n + (m + k)

Nat.add coom : ¥ (nm : Nat), n + m =m + n

Nat.add left comm : ¥ (nmk : Nat), n + (m + k) =m + (n + k)

Nat.add right coonm : Vv (nmk : Nat), n+m+ k=n+k + m

std.BinomialHeap.Imp.HeapNode.realSize : {a : Type u 1} » Std.BinomialHeap.Imp.HeapNode a -+
Nat

"7 doc

The "real size" of the node, counting up how many values of type "a are stored.

This is "0(n)  and is intended mainly for specification purposes.

For a well formed "HeapNode  the size is always "2*n - 1° where "n~ is the depth.

(T Equal advising)

Neural Network Inference In Lean

e Native neural network inference

* Use different models or hyperparameters
* Support multiple platforms, and w\ or w\o GPUs
* Power applications not limited to theorem proving
* Text-to-text generation
* Underlying tactic suggestion and proof search

import LeanCopilot
np p ¥ Messages (1)

D« B

#("rw [gcd comm]™, ©.262401), ("induction’ n
with n TH", 0.844155), ("induction’ n with n
hn", @.027901),

("rw [gcd]™, ©.825286) ]

open LeanCopilot  EEETL L
def model, : NativeGenerator := {
url := url.parse! "https://huggingface.co/kaiyuy/ct2-leandojo-leand-tacgen-byt5-small”®
tokenizer := ByT5.tokenizer

params := {
numReturnSequences := 1

> All Messages (2)

eval generate model, "n : N\nr gcd nn = n"

def model," : NativeGenerator := {model, with params := {numReturnSequences := 4}}

eval generate model;' "n : IN\n- gcd n n = n"

* Text-to-vector encoding
* Underlying premise selection

camnCopilot .
M E35ages 111

LeanCop i 1ot ¥ show leam: 1060 L
[0.002164, -8,140111, ©.890991, O.918293,
model ; @ MabtiveEncoder ;= | B.081317, 0.06AB00, B0 .
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-@.1845%168, @.162141, -B.8201406, -d.12325%14,

* Server process for any models
* Allow users to bring their own models
* Provide a Python API server to run models externally

Locally with
CTranslate?2

Proof search

Premise selection \

. Al for Reasoning about (Formal) Mathematics .

* Formal reasoning (theorem proving)
* Proofs can be rigorously checked by computers
* Formalization and theorem proving are labor-intensive
* Applications in math and formal verification

‘ —\V/N Lean’s Mathlib

* Theorem proving with machine learning
* Exciting recent progress on neural theorem proving
* But not readily accessible for Lean users!
* Challenging integration into Lean’s workflow
* Unrealistic requirement of compute power & runtime

95K theorems, 1M lines of code
Analysis, algebra, combinatorics, etc.

Machine learning researchers work on theorem proving

...:

Lean Machine learning model
-<

Learning-based proof automation tools for Lean users

* LLM-aided theorem proving
 Fully autonomously vs. as a copilot

MWcthod Avg. # human-cntered tactics () % Theorems proved autonomously (1)
aesop 3.62 12%
suggest_tactics 2.72 34%
search_proofs 1.02 645

* Work out of the box w\ o changes to Lean’s workflow
* Installed as a Lean package w\ o additional setups

* User experience

* Simple usage: everything
wrapped up into single tactics

* Respond instantaneously
on CPU-only laptops

Stay tuned for our full paper oo *l.5% CCCclt l°

release in early 2024! N A
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